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Abstract. Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph whose finite measure $\mu$ has a positive lower bound. Motivated by a wide interest in the current literature, in this paper we study the existence of classical solutions for a class of elliptic equations involving the $\mu$-Laplacian operator on the graph $\mathcal{G}$, whose analytic expression is given by

$$
\Delta_{\mu} u(x):=\frac{1}{\mu(x)} \sum_{y \sim x} w(x, y)(u(y)-u(x)) \quad(\text { for all } x \in V)
$$

where $w: V \times V \rightarrow[0,+\infty)$ is a weight symmetric function and the sum on the right-hand side of the above expression is taken on the neighbours vertices $x, y \in V$, that is $x \sim y$ whenever $w(x, y)>0$. More precisely, by exploiting direct variational methods, we study problems whose simple prototype has the following form

$$
\left\{\begin{array}{l}
-\Delta_{\mu} u(x)=\lambda f(x, u(x)) \quad \text { for } x \in \stackrel{\circ}{D} \\
\left.u\right|_{\partial D}=0
\end{array}\right.
$$

where $D$ is a bounded domain of $V$ such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$, the nonlinear term $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy suitable structure conditions and $\lambda$ is a positive real parameter. By applying a critical point result coming out from a classical Pucci-Serrin theorem in addition to a local minimum result for differentiable functionals due to Ricceri, we are able to prove the existence of at least two solutions for the treated problems. We emphasize the crucial role played by the famous Ambrosetti-Rabinowitz growth condition along the proof of the main theorem and its consequences. Our results improve the general results obtained by A. Grigor'yan, Y. Lin, and Y. Yang in [17].
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## 1. Introduction

Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph and $\mu$ be a positive finite measure over $V$ that admits a positive lower bound. The aim of this paper is to study the existence of non-trivial solutions for certain classes of nonlinear elliptic Dirichlet one-parameter problems of the form

$$
\begin{cases}-\Delta_{\mu} u(x)=\alpha(x) u(x)+\lambda f(x, u(x)) & \text { for } x \in \stackrel{\circ}{D}  \tag{1.1}\\ \left.u\right|_{\partial D}=0\end{cases}
$$

where $D$ is a bounded domain of $V$ such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$ and $\lambda$ is a real positive parameter. Moreover, the coefficient $\alpha: V \rightarrow \mathbb{R}$ of the linear term is assumed integrable over $D$ and $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ is the nonlinear part, which is continuous for every $x \in D$ and satisfies some growth restrictions both near zero and at infinity.

There is an extensive theory for the study of nonlinear elliptic equations on Euclidean domains by using Sobolev spaces and related Sobolev embedding results. A natural question arises of how to establish an appropriate framework to cope with (1.1) on graph domains.

In this new setting several difficulties naturally arises. For instance, the standard concept of generalized derivative of a function cannot be used, and so the notion of differential operators such as the Laplacian on graph domains need to be clarified. More precisely, according to the notations and definitions given in Section 2, the $\mu$-Laplacian operator $\Delta_{\mu}: W_{0}^{1,2}(D) \rightarrow L^{2}(D)$ has been defined in the distributional sense

$$
\int_{D} \Delta_{\mu} u(x) v(x) d \mu=-\int_{D} \Gamma(u, v)(x) d \mu
$$

for every $v \in W_{0}^{1,2}(D)$, where the map $\Gamma: W_{0}^{1,2}(D) \times W_{0}^{1,2}(D) \rightarrow \mathbb{R}^{D}$ is the gradient form whose analytical local expression is given below

$$
\Gamma(u, v)(x):=\frac{1}{2 \mu(x)} \sum_{y \sim x} w(x, y)(u(y)-u(x))(v(y)-v(x))
$$

for every $x \in D$.
Once a Laplacian is defined, we may introduce a Hilbert space structure and then establish compactness theorems allowing (1.1) to be investigated.

In this direction, A. Grigor'yan in [14], [15] and A. Grigor'yan, Y. Lin, and Y. Yang in [17], [18] obtained some embedding theorems that can be applied by studying variational problems settled on graphs for which Poincaré-type inequalities hold; see, for instance, the paper [35]. Moreover, the $\mu$-Laplacian operator or some of its generalizations as described in Section 5 permit to describe Random walks on graphs. A comprehensive discussion can be found in the monograph [22]; see also the papers [6] and [23], [24] for related topics.

Moreover, from the parabolic point of view, M. Barlow, T. Coulhon, and A. Grigor'yan in [3] studied some upper estimates on the long time behavior of the heat kernel on non-compact Riemannian manifolds and infinite graphs, which only depend on a lower bound of the volume growth.

Set

$$
\begin{equation*}
\lambda_{1}:=\inf _{u \in C_{0}(D) \backslash\{0\}} \frac{\int_{D}|\nabla u|^{2}(x) d \mu}{\int_{D}|u(x)|^{2} d \mu} . \tag{1.2}
\end{equation*}
$$

The main result of the present paper is a multiplicity theorem as stated here below.

Theorem 1.1. Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph, $D$ be a bounded domain of $V$ such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$ and let $\mu: D \rightarrow] 0,+\infty[$ be a measure on $D$. Let $\alpha \in L^{1}(D)$ be a function satisfying either

$$
\begin{equation*}
\alpha(x) \leq 0 \quad \text { for every } x \in D \tag{1.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{D}|\alpha(x)| d \mu<\mu_{0}^{2} \lambda_{1} \quad \text { with } \mu_{0}:=\min _{x \in D} \mu(x)>0 \tag{1.4}
\end{equation*}
$$

and let $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ be a function such that
(1.5) $\quad f(x, \cdot)$ is continuous in $\mathbb{R}$ and $f(x, 0) \neq 0$ for some $x \in D$
as well as
(1.6) there are $\beta>2$ and $r_{0}>0$ such that

$$
t f(x, t) \geq \beta F(x, t)>0 \text { for any }|t| \geq r_{0} \text { and every } x \in D
$$

where $F$ is the potential given by

$$
\begin{equation*}
F(x, t):=\int_{0}^{t} f(x, s) d s \quad \text { for any }(x, t) \in D \times \mathbb{R} \tag{1.7}
\end{equation*}
$$

Then, for any $\varrho>0$ and any

$$
\begin{equation*}
0<\lambda<\frac{\varrho}{2 \max _{x \in D,|s| \leq \kappa \sqrt{\varrho}}\left|\int_{0}^{s} f(x, t) d t\right|} \tag{1.8}
\end{equation*}
$$

where

$$
\kappa:= \begin{cases}\frac{1}{\mu_{0} \sqrt{\lambda_{1}}} & \text { if (1.3) holds },  \tag{1.9}\\ \frac{1}{\mu_{0} \sqrt{\lambda_{1}} \sqrt{1-\frac{1}{\mu_{0}^{2} \lambda_{1}} \int_{D}|\alpha(x)| d \mu}} & \text { if (1.4) holds },\end{cases}
$$

the problem (1.1) admits at least two non-trivial solutions one of which lies in

$$
\mathbb{B}_{\varrho}:=\left\{u \in W_{0}^{1,2}(D):\langle u, u\rangle-\int_{D} \alpha(x)|u(x)|^{2} d \mu<\varrho\right\} .
$$

We would stress that the maximal interval of $\lambda$ 's where the conclusion of Theorem 1.1 holds true is given by $] 0, \lambda^{*}[$, where

$$
\begin{equation*}
\left.\left.\lambda^{*}:=\frac{1}{2} \sup _{\varrho>0} \frac{\varrho}{\max _{x \in D,|s| \leq \kappa \sqrt{\varrho}}\left|\int_{0}^{s} f(x, t) d t\right|} \in\right] 0,+\infty\right] \tag{1.10}
\end{equation*}
$$

with $\kappa$ given as in (1.9).
Remark 1.2. We emphasize that Theorem 1.1 ensures the existence of one nontrivial solution (instead of two) if we require that

$$
\begin{equation*}
f(x, \cdot) \text { is continuous in } \mathbb{R} \text { and } f(x, 0)=0 \text { for any } x \in \stackrel{\circ}{D}, \tag{1.11}
\end{equation*}
$$

instead of condition (1.5).
The existence result given in Theorem 1.1 is a consequence of [28, Theorem 1] and [31, Theorem 6]; see Theorem 3.2 below. More precisely, the main result is achieved by proving that the geometry of Theorem 3.2 is respected by our abstract framework: for this we develop a functional analytical setting in order to correctly encode the datum in the variational formulation. We emphasize that the compactness condition required by Theorem 3.2 is satisfied in the graphtheoretical setting thanks to the choice of the functional setting we work in; see Section 2. Moreover, Theorem 1.1 improves the existence results obtained in [17, Theorem 2] and it can be viewed as a graph-theoretical counterpart of [30, Theorem 4].

We also observe that, when we deal with partial differential equations driven by the Laplace operator (or, more generally, by uniformly elliptic operators) with homogeneous Dirichlet boundary conditions, assumption (1.6) - namely the Ambrosetti-Rabinowitz condition (briefly (AR)) - is the standard superquadraticity condition on $F$; see, among others, the classical papers [1], [29], [34]. This condition is often considered when dealing with superlinear elliptic boundary value problems and its importance is due to the fact that (1.6) assures the boundedness of the Palais-Smale sequences for the energy functional associated with the problem under consideration.

A special case of Theorem 1.1 reads as follows.
Theorem 1.3. Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph, $D$ a bounded domain of $V$ such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$ and let $\mu: D \rightarrow] 0,+\infty[$ be a measure on $D$. Let $\alpha \in L^{1}(D)$ satisfy (1.3) and let $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ be a function satisfying
(1.5) and (1.6). Moreover, assume that
(1.12) there are positive constants $M_{0}$ and $\sigma$ such that

$$
\max _{(x, s) \in D \times\left[-M_{0}, M_{0}\right]}|f(x, s)| \leq \mu_{0}^{2} \frac{M_{0}}{(\sigma+1)} \frac{\lambda_{1}}{2},
$$

where $\mu_{0}:=\min _{x \in D} \mu(x)>0$. Then, the Dirichlet problem

$$
\left\{\begin{array}{l}
-\Delta_{\mu} u(x)=\alpha(x) u(x)+f(x, u(x)) \quad \text { for } x \in \stackrel{\circ}{D}  \tag{1.13}\\
\left.u\right|_{\partial D}=0
\end{array}\right.
$$

admits at least two non-trivial solutions one of which lies in the open ball $\mathbb{B}_{\mu_{0}^{2} M_{0}^{2} \lambda_{1}}$.

On account of Remark 1.2, Theorem 1.3 ensures that problem (1.1) admits at least one non-trivial solutions requiring (1.11) instead of (1.5). The main novelty here, with respect to the approach considered in [17, Theorem 2], is to avoid the following condition of the nonlinearity term $f$ at zero

$$
\begin{equation*}
\limsup _{t \rightarrow 0^{+}} \frac{f(x, t)}{t}<\lambda_{1} \tag{1.14}
\end{equation*}
$$

for every $x \in D$; see Corollary 1.6. Moreover, we also emphasize that Thorems 1 and 2 in [17] are an immediate and direct consequence of Theorem 1.3; see Theorems 1.4 and 1.5. Indeed, let us consider a relaxed version of condition (1.6) as given below
(1.15) there are $\beta>2$ and $r_{0}>0$ such that

$$
t f(x, t) \geq \beta F(x, t)>0 \text { for any } t \geq r_{0} \text { and every } x \in D
$$

By using (1.15) the following result holds; see [17, Theorem 1].
Theorem 1.4. Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph, $D$ a bounded domain of $V$ such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$ and let $\mu: D \rightarrow] 0,+\infty[$ be a measure on $D$. Let $\alpha \in L^{1}(D)$ satisfy (1.3) and let $f: D \times \mathbb{R} \rightarrow[0,+\infty[$ be a function such that (1.11) holds. Moreover, assume that (1.14) and (1.15) hold. Then, problem (1.13) admits at least one non-trivial and non-negative solution.

A particular form of Theorem 1.4 reads as follows; see [17, Theorem 2].
Theorem 1.5. Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph, $D$ a bounded domain of $V$ such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$ and let $\mu: D \rightarrow] 0,+\infty[$ be a measure on $D$. Let $\gamma, p \in \mathbb{R}$ with $\gamma<\lambda_{1}$ and $p>2$. Then, the following problem

$$
\begin{cases}-\Delta_{\mu} u(x)=\gamma u(x)+|u(x)|^{p-2} u(x) & \text { for } x \in \stackrel{\circ}{D},  \tag{1.16}\\ \left.u\right|_{\partial D}=0, & \end{cases}
$$

admits at least one positive solution.

Suppose that $h: V \rightarrow \mathbb{R}$ is a function satisfying the coercive condition on $D$, namely there exists some constant $\delta>0$ such that

$$
\begin{equation*}
\int_{D} u(x)\left(-\Delta_{\mu}+h\right) u(x) d \mu \geq \delta \int_{D}|\nabla u|^{2}(x) d \mu \tag{1.17}
\end{equation*}
$$

for every $u: V \rightarrow \mathbb{R}$. By using (1.17) and the classical (AR) condition, semilinear elliptic equations of the form

$$
-\Delta_{\mu} u+h(x) u(x)=|u(x)|^{p-2} u(x) \quad \text { for } x \in D
$$

on weighted locally finite graphs have been studied in [35, Theorem 1.1]. For the sake of completeness we point out that in Theorem 1.5 we don't require any coercivity assumption as in (1.17).

Finally, an immediate meaningful consequence of Theorem 1.3 is given below; see Remark 4.5 for additional comments and details.

Corollary 1.6. Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph and $D$ be a bounded domain of $V$ such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$. Furthermore, let $f: \mathbb{R} \rightarrow$ $[0,+\infty[$ be a continuous function and $\mu: D \rightarrow] 0,+\infty[$ be a measure on $D$ such that

$$
\begin{equation*}
\mu_{0}>2 \sqrt{\frac{\max _{t \in[-1,1]} f(t)}{\lambda_{1}}} \tag{1.18}
\end{equation*}
$$

where $\mu_{0}:=\min _{x \in D} \mu(x) . \quad$ Then, if $f(x, 0)=0$ for every $x \in D$ and (1.15) holds, the Dirichlet problem

$$
\left\{\begin{array}{l}
-\Delta_{\mu} u(x)=f(x, u(x)) \quad \text { for } x \in \stackrel{\circ}{D},  \tag{1.19}\\
\left.u\right|_{\partial D}=0
\end{array}\right.
$$

admits at least a non-trivial and non-negative solution. If $f(x, 0) \neq 0$ for some $x \in \stackrel{\circ}{D}$ and (1.6) holds, then problem (1.19) admits at least two non-trivial solutions one of which lies in the open ball $\mathbb{B}_{\mu_{0}^{2} \lambda_{1}}$.

The paper is organized as follows. In Section 2 we recall some basic notions on weighted locally finite graphs. Successively, Section 3 is devoted to the variational methods and abstract framework that we use here. In Section 4 the main existence and multiplicity results have been proved. Finally, in the last section the extension of the main results to Yamabe-type equations of weighted locally finite graphs and involving the ( $m, p$ )-Laplacian operator have been considered; see Theorem 5.1.

For the sake of completeness we cite the very recent monograph [15] by A. Grigor'yan as general reference for basic notions used throughout the manuscript. See also the papers [4], [5] for interesting problems and results.

## 2. Analysis on weighted locally finite graphs

Let $V$ be a nonempty set and let $E \subset V \times V$ be a binary relation. Set

$$
x \sim y \quad \text { in } V \quad \Leftrightarrow \quad x y:=(x, y) \in E
$$

and assume that

$$
x y \in E \quad \Leftrightarrow \quad y x \in E .
$$

The couple $\mathcal{G}:=(V, E)$ is said to be a non-oriented graph (briefly graph) with set of vertices $V$ a set of edges $E$. If every $x \in V$ has finitely many neighbours, that is $|\{y \in V: x y \in E\}|<+\infty$, the graph $\mathcal{G}$ is said to be weighted locally finite.

A weight on a weighted locally finite graph $\mathcal{G}$ is a function $w: V \times V \rightarrow$ $[0,+\infty[$ such that

$$
w(x, y)=w(y, x) \quad \text { and } \quad w(x, x)=0, \quad(\text { for all } x, y \in V)
$$

In such a case

$$
x \sim y \quad \text { in } V \quad \Leftrightarrow \quad w(x, y)>0
$$

and, for every fixed $x \in V$, its degree, defined by

$$
\operatorname{deg}(x):=\sum_{y \in V} w(x, y)
$$

is finite.
From now on, let us restrict our attention on a weighted locally finite graph $\mathcal{G}$ and let $\mu: V \rightarrow] 0,+\infty[$ be a finite positive measure on $V$. Moreover, let us define

$$
\begin{equation*}
\int_{V} u(x) d \mu:=\sum_{x \in V} \mu(x) u(x) \tag{2.1}
\end{equation*}
$$

for every $u: V \rightarrow \mathbb{R}$. With abuse of notations classical notations for Lebesgue spaces are still used.

Fixed $n \in \mathbb{N}^{*}$, a path on $\mathcal{G}$ is any finite sequence of vertices $\left(x_{k}\right)_{k=1}^{n} \subseteq V$ such that

$$
x_{k} x_{k+1} \in E \quad \text { for every } k=1, \ldots, n-1
$$

The length of a path on $\mathcal{G}$ is the number of edges in the path. Thus, if $x, y \in V$ we denote by $P(x, y)$ be a path connecting $x$ with $y$, i.e. a path on $\mathcal{G}$ in which $x_{1}=x$ and $x_{n}=y$. Finally, $\wp(x, y)$ denotes the set of paths connecting $x$ with $y$, and $\ell(P(x, y))$ is the length of $P(x, y) \in \wp(x, y)$.

We say that $\mathcal{G}$ is connected if, for any two vertices $x, y \in V$, there is a path connecting them. Any connected graph $\mathcal{G}$ has a natural metric structure induced
by the metric $d: V \times V \rightarrow[0,+\infty[$ given by

$$
d(x, y):= \begin{cases}\min _{P(x, y) \in \mathfrak{\wp}(x, y)}\{\ell(P(x, y))\} & \text { if } x \neq y  \tag{2.2}\\ 0 & \text { if } x=y\end{cases}
$$

Consequently, a connected weighted locally finite graph has at most countable many vertices.

As customary, given $\mathcal{G}:=(V, E)$ be a weighted locally finite graph, a (proper) subgraph $\mathcal{H}$ of $\mathcal{G}$ is a graph of the form $\mathcal{H}:=(D, L)$, where $D \subset V$ and $L \subset E$. Moreover, the vertex boundary $\partial D$ and the vertex interior $D$ of a connected subgraph $\mathcal{H}:=(D, L)$ are defined respectively as

$$
\partial D:=\{x \in D: \exists y \notin D \text { such that } x y \in E\}
$$

and $\stackrel{\circ}{D}:=D \backslash \partial D$. In addition, we say that $D$ is bounded if it is a bounded subset of $V$ with respect to the usual vertex distance given in (2.2).

For every function $u: V \rightarrow \mathbb{R}$, the $\mu$-Laplacian (or Laplacian for short) of $u$ is defined as

$$
\begin{equation*}
\Delta_{\mu} u(x):=\frac{1}{\mu(x)} \sum_{y \sim x} w(x, y)(u(y)-u(x)), \tag{2.3}
\end{equation*}
$$

for every $x \in V$. Moreover, the associated gradient form has the expression given below

$$
\begin{equation*}
\Gamma(u, v)(x):=\frac{1}{2 \mu(x)} \sum_{y \sim x} w(x, y)(u(y)-u(x))(v(y)-v(x)) \tag{2.4}
\end{equation*}
$$

for every $x \in V$. Hence, for every $x \in V$, we denote by

$$
\begin{equation*}
|\nabla u|(x):=\sqrt{\Gamma(u)(x)}=\left(\frac{1}{2 \mu(x)} \sum_{y \sim x} w(x, y)(u(y)-u(x))^{2}\right)^{1 / 2} \tag{2.5}
\end{equation*}
$$

the slope of the function $u$, where $\Gamma(u):=\Gamma(u, u)$.
By using (2.3) and (2.5), if $D$ is a bounded and connected set of $V$ (briefly a domain) such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$, the Sobolev space associated to $D$ can be defined as follows

$$
\begin{equation*}
W^{1,2}(D):=\{u: D \rightarrow \mathbb{R}: u \text { is a real-valued function }\} \tag{2.6}
\end{equation*}
$$

endowed by the norm

$$
\begin{equation*}
\|u\|_{W^{1,2}(D)}:=\|u\|_{L^{2}(D)}+\| \| \nabla u \|_{L^{2}(D)}, \tag{2.7}
\end{equation*}
$$

for every $u \in W^{1,2}(D)$. Hence, the space $W^{1,2}(D)$ coincides with the set of all real-valued functions defined on the domain $D$.

Now, it easily seen that $W^{1,2}(D)$ admits a natural structure of Hilbert space in which the inner product is defined as follows

$$
\begin{equation*}
\langle u, v\rangle:=\int_{D} \Gamma(u, v)(x) d \mu+\int_{D} u(x) v(x) d \mu, \quad\left(\text { for all } u, v \in W^{1,2}(D)\right) . \tag{2.8}
\end{equation*}
$$

Moreover, since $D$ is a finite set, we emphasize that the Hilbert space $W^{1,2}(D)$ is finite dimensional and the finiteness of $D$ also yields

$$
\begin{equation*}
\mu_{0}:=\min _{x \in D} \mu(x)>0, \tag{2.9}
\end{equation*}
$$

since the measure $\mu$ is positive on $V$.
Finally, $W_{0}^{1,2}(D)$ is the completion of

$$
\begin{equation*}
C_{0}(D):=\{u: D \rightarrow \mathbb{R}: u=0 \text { on } \partial D\}, \tag{2.10}
\end{equation*}
$$

with respect to the Sobolev norm $\|\cdot\|_{L^{2}(D)}+\||\nabla \cdot|\|_{L^{2}(D)}$, i.e.

$$
W_{0}^{1,2}(D)=\overline{C_{0}(D)}\|\cdot\|_{L^{2}(D)}+\| \| \nabla \cdot\| \|_{L^{2}(D)} .
$$

Now, a sort of integration formula by parts is valid. More precisely,

$$
\begin{array}{r}
-\int_{D}\left(\Delta_{\mu} u(x)\right) v(x) d \mu=-\int_{D}\left(\frac{\sum_{y \sim x} w(x, y)(u(y)-u(x))}{\mu(x)}\right) v(x) d \mu  \tag{2.11}\\
=\int_{D} \frac{1}{2 \mu(x)} \sum_{y \sim x} w(x, y)(u(y)-u(x))(v(y)-v(x)) d \mu
\end{array}
$$

for every $v \in W_{0}^{1,2}(D)$; see [20] for additional comments and details.
Let us set

$$
\|\cdot\|_{L^{\infty}(D)}:=\max _{x \in D}|\cdot| \quad \text { and } \quad\|\cdot\|_{L^{\nu}(D)}:=\left(\int_{D}|\cdot|^{\nu} d \mu\right)^{1 / \nu},
$$

for every $\nu \in\left[1,+\infty\left[\right.\right.$ and let $\lambda_{1}$ be the first eigenvalue of $-\Delta_{\mu}$ with respect to Dirichlet boundary condition as defined in (1.2). Clearly $\left.\lambda_{1} \in\right] 0,+\infty[$ since $D$ is finite and thanks to the definition given in (2.1).

The following compact Sobolev embedding result holds.
Proposition 2.1. Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph and $D$ be a bounded domain of $V$ such that $D \neq \emptyset$ and $\partial D \neq \emptyset$. Then $W_{0}^{1,2}(D)$ is embedded in $L^{q}(D)$ for every $q \in[1,+\infty]$. In particular

$$
\begin{equation*}
\|u\|_{L^{\infty}(D)} \leq \frac{1}{\mu_{0} \sqrt{\lambda_{1}}}\left(\int_{D}|\nabla u|^{2}(x) d \mu\right)^{1 / 2} \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{L^{\nu}(D)} \leq \frac{\mu(D)^{1 / \nu}}{\mu_{0} \sqrt{\lambda_{1}}}\left(\int_{D}|\nabla u|^{2}(x) d \mu\right)^{1 / 2}, \tag{2.13}
\end{equation*}
$$

for every $\nu \in\left[1,+\infty\left[\right.\right.$ and every $u \in W_{0}^{1,2}(D)$. Moreover, for every bounded sequence $\left(u_{k}\right)_{k}$ in $W_{0}^{1,2}(D)$, up to a subsequence, there exists $u \in L^{q}(D)$ such that $u_{k} \rightarrow u$ in $L^{q}(D)$, namely the embedding $W_{0}^{1,2}(D) \hookrightarrow L^{q}(D)$ is compact provided that $q \in[1,+\infty]$.

Proof. Since $D$ is a finite set, $W_{0}^{1,2}(D)$ is a finite dimensional space. Consequently $W_{0}^{1,2}(D)$ is pre-compact, i.e. for every bounded sequence $\left(u_{k}\right)_{k}$ in $W_{0}^{1,2}(D), 4$ up to a subsequence, there exists $u_{\infty} \in W_{0}^{1,2}(D)$ such that $u_{k} \rightarrow u_{\infty}$ in $W_{0}^{1,2}(D)$. In addition

$$
\begin{equation*}
\|u\|_{W_{0}^{1,2}(D)}=\left(\int_{D}|\nabla u|^{2}(x) d \mu\right)^{1 / 2} \tag{2.14}
\end{equation*}
$$

is a norm equivalent to (2.7) on $W_{0}^{1,2}(D)$. Hence, on account of (1.2), one has

$$
\begin{align*}
\left(\int_{D}|u(x)|^{2} d \mu\right)^{1 / 2} & =\left(\sum_{x \in D} \mu(x)|u(x)|^{2}\right)^{1 / 2}  \tag{2.15}\\
& \leq \frac{1}{\sqrt{\lambda_{1}}}\left(\int_{D}|\nabla u|^{2}(x) d \mu\right)^{1 / 2}
\end{align*}
$$

for any $u \in W_{0}^{1,2}(D)$.
Now, by (2.15) and (2.9) one has that

$$
\begin{equation*}
\|u\|_{L^{\infty}(D)} \leq \frac{1}{\mu_{0} \sqrt{\lambda_{1}}}\|u\|_{W_{0}^{1,2}(D)} \tag{2.16}
\end{equation*}
$$

for every $u \in W_{0}^{1,2}(D)$. Moreover, inequality (2.16) immediately yields

$$
\begin{equation*}
\left(\int_{D}|u(x)|^{\nu} d \mu\right)^{1 / \nu} \leq \frac{\mu(D)^{1 / \nu}}{\mu_{0} \sqrt{\lambda_{1}}}\|u\|_{W_{0}^{1,2}(D)} \tag{2.17}
\end{equation*}
$$

for every $\nu \in\left[1,+\infty\left[\right.\right.$, where $\mu(D):=\sum_{x \in D} \mu(x)$ denotes the volume of $D$. Therefore (2.12) and (2.13) hold.

Finally, since $W_{0}^{1,2}(D)$ is pre-compact, by (2.12) and (2.13) the embedding $W_{0}^{1,2}(D) \hookrightarrow L^{q}(D)$ is compact as claimed provided that $q \in[1,+\infty]$.

See [17, Theorem 7] for additional comments and remarks. We also emphasize that, since $D$ is a finite set, $\left(W_{0}^{1,2}(D),\|\cdot\|\right)$ is a finite dimensional Hilbert space, where the norm

$$
\begin{equation*}
\|u\|:=\left(\int_{D}|\nabla u|^{2}(x) d \mu\right)^{1 / 2} \tag{2.18}
\end{equation*}
$$

on $W_{0}^{1,2}(D)$ is equivalent to the norm $\|\cdot\|_{W^{1,2}(D)}$ given in (2.7) thanks to Proposition 2.1. Moreover, in this finite setting, one has

$$
W_{0}^{1,2}(D)=C_{0}(D)
$$

where $C_{0}(D)$ is defined in (2.10).

## 3. Variational methods and abstract framework

The aim of this section is to prove that, under natural assumptions on the nonlinear term $f$, problem (1.1) admits two non-trivial classical solutions. As we already said, this is done by means of variational techniques.

Indeed, if $\alpha \in L^{1}(D)$ and $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ is a function such that $f(x, \cdot)$ is continuous in $\mathbb{R}$ for every $x \in D$, then problem (1.1) is of variational nature, and its energy functional $\mathcal{J}: W_{0}^{1,2}(D) \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\mathcal{J}_{\lambda}(u):=\frac{\langle u, u\rangle}{2 \lambda}-\frac{1}{2 \lambda} \int_{D} \alpha(x)|u(x)|^{2} d \mu-\int_{D} F(x, u(x)) d \mu \tag{3.1}
\end{equation*}
$$

for every $u \in W_{0}^{1,2}(D)$.
Direct computations ensure that the functional $\mathcal{J}_{\lambda}$ is continuously Gâteaux differentiable at $u \in W_{0}^{1,2}(D)$ and its Gâteaux derivatives at $u \in W_{0}^{1,2}(D)$ has the form

$$
\left\langle\mathcal{J}_{\lambda}^{\prime}(u), v\right\rangle=\frac{\langle u, v\rangle}{\lambda}-\frac{1}{\lambda} \int_{D} \alpha(x) u(x) v(x) d \mu-\int_{D} f(x, u(x)) v(x) d \mu
$$

for any $v \in W_{0}^{1,2}(D)$. As usual, a function $u \in W_{0}^{1,2}(D)$ such that $\left\langle\mathcal{J}_{\lambda}^{\prime}(u), v\right\rangle=0$, for every $v \in W_{0}^{1,2}(D)$, is said to be a critical point of the functional $\mathcal{J}_{\lambda}$.

Now, fixed $\lambda>0$ in $\mathbb{R}$, a function $u \in W_{0}^{1,2}(D)$ is a weak solution of the problem (1.1) if

$$
\begin{equation*}
\frac{\langle u, v\rangle}{\lambda}-\frac{1}{\lambda} \int_{D} \alpha(x) u(x) v(x) d \mu-\int_{D} f(x, u(x)) v(x) d \mu=0 \tag{3.2}
\end{equation*}
$$

for any $v \in W_{0}^{1,2}(D)$.
Thus, the critical points of $\mathcal{J}_{\lambda}$ are exactly the weak solutions of problem (1.1). Moreover, the following result ensures that every weak solution of problem (1.1) classically solves it, that is

$$
\begin{cases}-\Delta_{\mu} u(x)=\alpha(x) u(x)+\lambda f(x, u(x)) & \text { for } x \in \stackrel{\circ}{D},  \tag{3.3}\\ \left.u\right|_{\partial D}=0 . & \end{cases}
$$

Proposition 3.1. Let $\alpha \in L^{1}(D)$ and $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ be a function such that $f(x, \cdot)$ is continuous in $\mathbb{R}$ for every $x \in D$. If $u \in W_{0}^{1,2}(D)$ is a weak solution of problem (1.1), then (3.3) holds.

Proof. Fixed $\lambda>0$, let $u \in W_{0}^{1,2}(D)$ such that (3.2) holds for every $v \in$ $W_{0}^{1,2}(D)$. Hence, fixed $y \in D$, let us define the function $v_{y} \in W_{0}^{1,2}(D)$ as follows

$$
v_{y}(x):= \begin{cases}\left(-\Delta_{\mu} u(y)-\alpha(y) u(y)-\lambda f(y, u(y))\right) \delta_{y}^{x} & \text { if } x \notin \partial D  \tag{3.4}\\ 0 & \text { if } x \in \partial D\end{cases}
$$

for every $x \in D$, where as customary $\delta_{y}^{x}$ denotes the Kronecker delta. Since (3.2) holds for every $v \in W_{0}^{1,2}(D)$, for $v:=v_{y}$ by (2.8) and on account of (2.11) it
follows that

$$
\int_{D}\left(-\Delta_{\mu} u(x)-\alpha(x) u(x)-\lambda f(x, u(x)) v_{y}(x) d \mu=0 .\right.
$$

Consequently, definition (2.1) immediately yields

$$
\sum_{x \in D}\left(-\Delta_{\mu} u(x)-\alpha(x) u(x)-\lambda f(x, u(x)) v_{y}(x) \mu(x)=0,\right.
$$

that is

$$
-\Delta_{\mu} u(y)-\alpha(y) u(y)-\lambda f(y, u(y))=0
$$

thanks to (3.4) and the range of the measure $\mu$. The conclusion immediately follows since $y \in D$ is arbitrary.

In order to state Theorem 3.2 below we also recall that a $C^{1}$-functional $J: E \rightarrow \mathbb{R}$, where $E$ is a real Banach space with topological dual $E^{*}$, satisfies the Palais-Smale condition (in short (PS)-condition) when

- Every sequence $\left(u_{k}\right)_{k}$ in $E$ such that $\left(J\left(u_{k}\right)\right)_{k}$ is bounded and

$$
\left\|J^{\prime}\left(u_{k}\right)\right\|_{E^{*}} \rightarrow 0 \quad \text { as } k \rightarrow+\infty
$$

possesses a convergent subsequence in $E$.
The abstract tool used along the present paper in order to prove the existence of weak solutions for (1.1) is the following theorem; see [30, Theorem 6].

Theorem 3.2. Let $E$ be a reflexive real Banach space and let $\Phi, \Psi: E \rightarrow \mathbb{R}$ be two continuously Gâteaux differentiable functionals such that

- $\Phi$ is sequentially weakly lower semicontinuous and coercive in $E$,
- $\Psi$ is sequentially weakly continuous in $E$.

In addition, assume that for each $\mu>0$ the functional $J_{\mu}:=\mu \Phi-\Psi$ satisfies the (PS)-condition. Then, for each $\varrho>\inf _{E} \Phi$ and each

$$
\mu>\inf _{u \in \Phi^{-1}(]-\infty, \varrho[)} \frac{\sup _{v \in \Phi^{-1}(]-\infty, \varrho[)} \Psi(v)-\Psi(u)}{\varrho-\Phi(u)}
$$

the following alternative holds: either the functional $J_{\mu}$ has a strict global minimum which lies in $\Phi^{-1}(]-\infty, \varrho[)$, or $J_{\mu}$ has at least two critical points one of which lies in $\Phi^{-1}(]-\infty, \varrho[)$.

The abstract result given in Theorem 3.2 is an interplay between the celebrated three critical point theorem given by P. Pucci and J. Serrin in [28] and a quoted local minimum result obtained by B. Ricceri in [31]. Some applications of Ricceri's variational principle are contained in [25], [32], [33]. We also cite [21] for related topics on the variational methods used in this paper. Classical notions can be found in [2].

The (PS)-condition is one of the main compactness assumption required on the energy functional when considering critical point theorem. In order to simplify its proof, in the sequel we will perform the following result, which is valid for the energy functional $\mathcal{J}_{\lambda}$ given in (3.1).

Proposition 3.3. Let $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ be a function such that $f(x, \cdot)$ is continuous for every $x \in W$ and $\alpha \in L^{1}(D)$. Moreover, fixed $\lambda>0$, let $\mathcal{J}_{\lambda}$ be the energy functional defined in (3.1). If the sequence $\left(u_{k}\right)_{k}$ is bounded in $W_{0}^{1,2}(D)$ and

$$
\left\|\mathcal{J}_{\lambda}^{\prime}\left(u_{k}\right)\right\|_{\left(W_{0}^{1,2}(D)\right)^{*}} \rightarrow 0 \quad \text { as } k \rightarrow+\infty,
$$

then $\left(u_{k}\right)_{k}$ has a Cauchy subsequence in $W_{0}^{1,2}(D)$ and so $\left(u_{k}\right)_{k}$ has a convergent subsequence.

Proof. Let $\left(u_{k}\right)_{k}$ be a bounded sequence in $W_{0}^{1,2}(D)$ and let $\lambda>0$ be fixed. By Proposition 2.1 there exist a subsequence, which we still denote by $\left(u_{k}\right)_{k}$ and a function $u_{\infty} \in L^{\infty}(D)$ such that $u_{k} \rightarrow u_{\infty}$ in $L^{\infty}(D)$ as $k \rightarrow+\infty$. By (2.12), since $|u(x)| \leq\|u\| / \mu_{0} \sqrt{\lambda_{1}}$ for every $x \in D$, it follows that

$$
\begin{aligned}
\left\|u_{j}-u_{l}\right\|= & \sup _{\|v\| \leq 1}\left|\left\langle u_{j}-u_{l}, v\right\rangle\right| \\
= & \sup _{\|v\| \leq 1} \mid \lambda \mathcal{J}_{\lambda}^{\prime}\left(u_{j}\right)(v)-\lambda \mathcal{J}_{\lambda}^{\prime}\left(u_{l}\right)(v)+\int_{D} \alpha(x)\left(u_{j}(x)-u_{l}(x)\right) v(x) d \mu \\
& -\lambda \int_{D}\left(f\left(x, u_{j}(x)\right)-f\left(x, u_{l}(x)\right)\right) v(x) d \mu \mid \\
\leq & \lambda\left\|\mathcal{J}_{\lambda}^{\prime}\left(u_{j}\right)\right\|+\lambda\left\|\mathcal{J}_{\lambda}^{\prime}\left(u_{l}\right)\right\|+\frac{\max _{x \in D}\left|u_{j}(x)-u_{l}(x)\right|}{\mu_{0} \sqrt{\lambda_{1}}} \int_{D}|\alpha(x)| d \mu \\
& +\frac{\lambda}{\mu_{0} \sqrt{\lambda_{1}}} \int_{D}\left|f\left(x, u_{j}(x)\right)-f\left(x, u_{l}(x)\right)\right| d \mu \rightarrow 0
\end{aligned}
$$

as $j, l \rightarrow+\infty$, since $\mathcal{J}_{\lambda}^{\prime}\left(u_{k}\right) \rightarrow 0$ as $k \rightarrow+\infty$ and by using the classical Lebesgue Dominated Convergence Theorem.

Before proving Theorem 1.1 it will be useful to define another norm on $W_{0}^{1,2}(D)$ as follows:

$$
\begin{equation*}
\|u\|_{\alpha}:=\sqrt{\langle u, u\rangle-\int_{D} \alpha(x)|u(x)|^{2} d \mu} \tag{3.5}
\end{equation*}
$$

where $\alpha$ is the function satisfying the assumptions stated in Theorem 1.1 and $\langle\cdot, \cdot\rangle$ is defined in (2.8). It is easy to see that $\|\cdot\|_{\alpha}$ is a norm on $W_{0}^{1,2}(D)$ equivalent to the usual one given in (2.18). More precisely, if $\alpha$ satisfies condition (1.3) we have that

$$
\begin{equation*}
\|u\|_{\alpha}^{2}=\langle u, u\rangle-\int_{D} \alpha(x)|u(x)|^{2} d \mu \geq\langle u, u\rangle=\|u\|^{2}, \tag{3.6}
\end{equation*}
$$

and, by (2.12), we get

$$
\begin{aligned}
\|u\|_{\alpha}^{2} & =\langle u, u\rangle-\int_{D} \alpha(x)|u(x)|^{2} d \mu \\
& \leq\langle u, u\rangle-\frac{1}{\mu_{0}^{2} \lambda_{1}}\|u\|^{2} \int_{D} \alpha(x) d \mu=\left(1+\frac{1}{\mu_{0}^{2} \lambda_{1}} \int_{D}|\alpha(x)| d \mu\right)\|u\|^{2} .
\end{aligned}
$$

On the other hand, if $\alpha$ verifies condition (1.4) we have that

$$
\begin{align*}
\|u\|_{\alpha}^{2} & =\langle u, u\rangle-\int_{D} \alpha(x)|u(x)|^{2} d \mu \geq\langle u, u\rangle-\int_{D}|\alpha(x) \| u(x)|^{2} d \mu  \tag{3.7}\\
& \geq\langle u, u\rangle-\frac{1}{\mu_{0}^{2} \lambda_{1}}\|u\|^{2} \int_{D}|\alpha(x)| d \mu=\left(1-\frac{1}{\mu_{0}^{2} \lambda_{1}} \int_{D}|\alpha(x)| d \mu\right)\|u\|^{2}
\end{align*}
$$

and

$$
\begin{aligned}
\|u\|_{\alpha}^{2} & =\langle u, u\rangle-\int_{D} \alpha(x)|u(x)|^{2} d \mu \leq\langle u, u\rangle-\int_{D}|\alpha(x) \| u(x)|^{2} d \mu \\
& \leq\langle u, u\rangle+\frac{1}{\mu_{0}^{2} \lambda_{1}}\|u\|^{2} \int_{D}|\alpha(x)| d \mu \leq 2\|u\|^{2}
\end{aligned}
$$

thanks to (1.4).

## 4. Existence and multiplicity results

This section is devoted to proving our main results.
Proof of Theorem 1.1. The idea of the proof consists in applying Theorem 3.2 to the functional

$$
\mathcal{J}_{\lambda}(u)=\frac{1}{2 \lambda} \Phi(u)-\Psi(u), \quad \text { where } \Phi(u):=\|u\|_{\alpha}^{2}
$$

as well as

$$
\Psi(u):=\int_{D} F(x, u(x)) d \mu, \quad \text { for any } u \in W_{0}^{1,2}(D)
$$

Note that here we perform Theorem 3.2 by taking the parameter $\mu=1 /(2 \lambda)$.
First of all, let us consider the regularity assumptions required on $\Phi$ and $\Psi$. It is easily shown that the functional $\Phi$ is sequentially weakly lower semicontinuous and coercive in $W_{0}^{1,2}(D)$.

Now, let us prove that the functional $\Psi$ is sequentially weakly continuous in $W_{0}^{1,2}(D)$. For this purpose, let $\left(u_{k}\right)_{k}$ be a sequence in the Sobolev space $W_{0}^{1,2}(D)$ such that

$$
u_{k} \rightarrow u_{\infty} \quad \text { weakly in } W_{0}^{1,2}(D)
$$

as $k \rightarrow+\infty$, for some $u_{\infty} \in W_{0}^{1,2}(D)$. Consequently, Proposition 2.1 yields

$$
u_{k} \rightarrow u_{\infty} \quad \text { in } L^{\infty}(D)
$$

that is

$$
\begin{equation*}
\left\|u_{k}-u\right\|_{\infty} \rightarrow 0 \quad \text { as } k \rightarrow+\infty . \tag{4.1}
\end{equation*}
$$

Now, by (4.1) there exists a real constant $c>0$ such that

$$
\begin{equation*}
\left\|u_{k}\right\|_{\infty} \leq c \quad \text { and } \quad\left\|u_{\infty}\right\|_{\infty} \leq c \quad \text { for any } k \in \mathbb{N} \tag{4.2}
\end{equation*}
$$

Then, by (4.2) and keeping in mind that $f(x, \cdot)$ is continuous in $\mathbb{R}$ for every $x \in W$, one has

$$
\begin{align*}
& \left|\Psi\left(u_{k}\right)-\Psi\left(u_{\infty}\right)\right|=\left|\int_{D} F\left(x, u_{k}(x)\right) d \mu-\int_{D} F\left(x, u_{\infty}(x)\right) d \mu\right|  \tag{4.3}\\
& \quad \leq \int_{D}\left|F\left(x, u_{k}(x)\right)-F\left(x, u_{\infty}(x)\right)\right| d \mu=\int_{D}\left|\int_{u_{k}(x)}^{u_{\infty}(x)} f(x, t) d t\right| d \mu \\
& \quad \leq \int_{D}\left|\int_{u_{k}(x)}^{u_{\infty}(x)}\right| f(x, t)|d t| d \mu \leq \int_{D}\left|\int_{u_{k}(x)}^{u_{\infty}(x)} \max _{|t| \leq c}\right| f(x, t)|d t| d \mu \\
& \quad=\int_{D} \max _{|t| \leq c}\left|f(x, t) \| u_{k}(x)-u_{\infty}(x)\right| d \mu \\
& \quad \leq \max _{x \in D,|t| \leq c}|f(x, t)|\left\|u_{k}-u_{\infty}\right\|_{\infty} \mu(D) .
\end{align*}
$$

Hence, by (4.1) and (4.3), we obtain that

$$
\left|\Psi\left(u_{k}\right)-\Psi\left(u_{\infty}\right)\right| \rightarrow 0 \quad \text { as } k \rightarrow+\infty,
$$

so that the functional $\Psi$ is sequentially weakly continuous in $W_{0}^{1,2}(D)$ as claimed. Now, we observe that

$$
\begin{equation*}
\text { the functional } \mathcal{J}_{\lambda} \text { is unbounded from below in } W_{0}^{1,2}(D) . \tag{4.4}
\end{equation*}
$$

Indeed, assumption (1.6) implies that there exist two positive constants $b_{1}$ and $b_{2}$ such that

$$
\begin{equation*}
F(x, t) \geq b_{1}|t|^{\beta}-b_{2} \quad \text { for any } x \in D \text { and } t \in \mathbb{R} \tag{4.5}
\end{equation*}
$$

To prove (4.5) let $r_{0}>0$ be as in (2.9): then, for every $x \in D$ and for any $t \in \mathbb{R}$ with $|t| \geq r_{0}>0$

$$
\frac{t f(x, t)}{F(x, t)} \geq \beta
$$

Suppose $t>r_{0}$. Dividing by $t$ and integrating both terms in $\left[r_{0}, t\right]$ we obtain

$$
F(x, t) \geq \frac{F\left(x, r_{0}\right)}{r_{0}^{\beta}}|t|^{\beta}
$$

Using the same arguments it is easy to prove that if $t<-r_{0}$ then it results

$$
F(x, t) \geq \frac{F\left(x,-r_{0}\right)}{r_{0}^{\beta}}|t|^{\beta},
$$

so that for any $t \in \mathbb{R}$ with $|t| \geq r_{0}$ we get

$$
\begin{equation*}
F(x, t) \geq m(x)|t|^{\beta} \tag{4.6}
\end{equation*}
$$

where

$$
m(x):=\frac{\min \left\{F\left(x, r_{0}\right), F\left(x,-r_{0}\right)\right\}}{r_{0}^{\beta}}
$$

Since the function $t \mapsto F(\cdot, t)$ is continuous in $\mathbb{R}$, by the Weierstrass Theorem, it is bounded for any $t \in \mathbb{R}$ such that $|t| \leq r_{0}$, say

$$
\begin{equation*}
|F(x, t)| \leq \widetilde{M}(x) \quad \text { in }\left\{|t| \leq r_{0}\right\} \tag{4.7}
\end{equation*}
$$

where $\widetilde{M}(x):=\max \left\{|F(x, t)|:|t| \leq r_{0}\right\}$. Formula (4.5) follows from (4.6) and (4.7) by taking

$$
b_{1}:=\min _{x \in D} m(x) \quad \text { and } \quad b_{2}:=\max _{x \in D}\left(\widetilde{M}(x)+m(x) r_{0}^{\beta}\right)
$$

Thus, by (4.5), for any $u \in W_{0}^{1,2}(D)$ one has

$$
\begin{equation*}
\int_{D} F(x, u(x)) d \mu \geq b_{1} \int_{D}|u(x)|^{\beta} d \mu-b_{2} \mu(D) \tag{4.8}
\end{equation*}
$$

Let $u_{0} \in W_{0}^{1,2}(D)$ with $\int_{D}\left|u_{0}(x)\right|^{\beta} d \mu>0$. Then, by (4.8), we have that

$$
\begin{aligned}
\mathcal{J}_{\lambda}\left(t u_{0}\right) & =\frac{t^{2}}{2 \lambda}\left\|u_{0}\right\|_{\alpha}^{2}-\int_{D} F\left(x, t u_{0}(x)\right) d \mu \\
& \leq \frac{t^{2}}{2 \lambda}\left\|u_{0}\right\|_{\alpha}^{2}-b_{1}|t|^{\beta} \int_{D}\left|u_{0}(x)\right|^{\beta} d \mu+b_{2} \mu(D) \rightarrow-\infty
\end{aligned}
$$

as $t \rightarrow+\infty$, since $\beta>2$ by assumption (1.6) and $\int_{D}\left|u_{0}(x)\right|^{\beta} d \mu>0$. The proof of (4.4) is completed.

Now, it remains to see that the functional $\mathcal{J}_{\lambda}$ verifies the (PS)-condition. To this goal, it is sufficient to employ Proposition 3.3. More precisely, suppose that there exists a real constant $c>0$ such that $\left|\mathcal{J}_{\lambda}\left(u_{k}\right)\right| \leq c$ for every $k \in \mathbb{N}$ and $\mathcal{J}_{\lambda}^{\prime}\left(u_{k}\right) \rightarrow 0$ as $k \rightarrow+\infty$. Now, by (3.1), it follows that

$$
\begin{align*}
c & +\beta^{-1}\left\|u_{k}\right\| \geq \lambda \mathcal{J}_{\lambda}\left(u_{k}\right)-\lambda \beta^{-1} \mathcal{J}_{\lambda}^{\prime}\left(u_{k}\right)\left(u_{k}\right)  \tag{4.9}\\
= & \left(\frac{1}{2}-\frac{1}{\beta}\right)\left\|u_{k}\right\|^{2}+\lambda \beta^{-1} \int_{D}\left(f\left(x, u_{k}(x)\right) u_{k}(x)-\beta F\left(x, u_{k}(x)\right)\right) d \mu \\
= & \left(\frac{1}{2}-\frac{1}{\beta}\right)\left\|u_{k}\right\|^{2} \\
& +\lambda \beta^{-1} \int_{\left\{x \in D:\left|u_{k}(x)\right|<r_{0}\right\}}\left(f\left(x, u_{k}(x)\right) u_{k}(x)-\beta F\left(x, u_{k}(x)\right)\right) d \mu \\
& +\lambda \beta^{-1} \int_{\left\{x \in D:\left|u_{k}(x)\right| \geq r_{0}\right\}}\left(f\left(x, u_{k}(x)\right) u_{k}(x)-\beta F\left(x, u_{k}(x)\right)\right) d \mu
\end{align*}
$$

for every $k \in \mathbb{N}$ sufficiently large.
By (1.6), the third term in (4.9) is non-negative while the second term is bounded by a positive constant independent of $k$. Since $\beta>2$, (4.9) implies that $\left(u_{k}\right)_{k}$ is bounded in $W_{0}^{1,2}(D)$. Therefore, by Proposition 3.3, the energy functional $\mathcal{J}_{\lambda}$ satisfies the (PS) compactness condition.

Moreover, let $\varrho>0$ and

$$
\chi(\varrho):=\inf _{u \in \mathbb{B}_{e}} \frac{\sup _{v \in \mathbb{B}_{e}} \Psi(v)-\Psi(u)}{\varrho-\|u\|_{\alpha}^{2}}
$$

where $\mathbb{B}_{\varrho}=\left\{v \in W_{0}^{1,2}(D):\|v\|_{\alpha}<\sqrt{\varrho}\right\}$.
The definition of $\chi$ yields that for every $u \in \mathbb{B}_{\varrho}$

$$
\chi(\varrho) \leq \frac{\sup _{v \in \mathbb{B}_{e}} \Psi(v)-\Psi(u)}{\varrho-\|u\|_{\alpha}^{2}}
$$

thus, being $0 \in \mathbb{B}_{\varrho}$, we obtain that

$$
\begin{align*}
\chi(\varrho) \leq \frac{1}{\varrho} \sup _{v \in \mathbb{B}_{e}} \Psi(v) & \leq \frac{1}{\varrho} \sup _{v \in \overline{\mathbb{B}}_{e}}\left|\int_{D} F(x, v(x)) d \mu\right|  \tag{4.10}\\
& \leq \frac{1}{\varrho} \sup _{v \in \overline{\mathbb{B}_{e}}} \int_{D}|F(x, v(x))| d \mu .
\end{align*}
$$

Now, assume that the function $\alpha$ satisfies assumption (1.3). Then, if $v \in \overline{\mathbb{B}}_{\varrho}$, by (2.12) and (3.6) we get that

$$
\begin{equation*}
|v(x)| \leq \frac{1}{\mu_{0} \sqrt{\lambda_{1}}}\|v\| \leq \frac{1}{\mu_{0} \sqrt{\lambda_{1}}}\|v\|_{\alpha} \leq \frac{\sqrt{\varrho}}{\mu_{0} \sqrt{\lambda_{1}}} \quad \text { for any } x \in D \tag{4.11}
\end{equation*}
$$

which, together with the continuity of $F$ and the finiteness of $D$, gives for any $x \in D$

$$
\begin{equation*}
|F(x, v(x))| \leq \max _{x \in D,|s| \leq \sqrt{\varrho} /\left(\mu_{0} \sqrt{\lambda_{1}}\right)}\left|\int_{0}^{s} f(x, t) d t\right| . \tag{4.12}
\end{equation*}
$$

Therefore, inequality (4.12) yields

$$
\begin{equation*}
\int_{D}|F(x, v(x))| d \mu \leq \mu(D) \max _{x \in D,|s| \leq \sqrt{\varrho} /\left(\mu_{0} \sqrt{\lambda_{1}}\right)}\left|\int_{0}^{s} f(x, t) d t\right| \tag{4.13}
\end{equation*}
$$

for any $v \in \overline{\mathbb{B}}_{\varrho}$. By (4.10) and (4.13) we have that

$$
\chi(\varrho) \leq \frac{1}{\varrho} \max _{x \in D,|s| \leq \sqrt{\varrho} /\left(\mu_{0} \sqrt{\lambda_{1}}\right)}\left|\int_{0}^{s} f(x, t) d t\right|<\frac{1}{2 \lambda},
$$

provided $\lambda$ satisfies condition (5.7).
On the other hand, if the function $\alpha$ satisfies assumption (1.4), we can argue in the same way, just replacing (4.11) with the following inequality

$$
\begin{align*}
|v(x)| \leq \frac{1}{\mu_{0} \sqrt{\lambda_{1}}}\|v\| & \leq \frac{1}{\mu_{0} \sqrt{\lambda_{1}} \sqrt{1-\frac{1}{\mu_{0}^{2} \lambda_{1}} \int_{D}|\alpha(x)| d \mu}}\|v\|_{\alpha}  \tag{4.14}\\
& \leq \frac{1}{\mu_{0} \sqrt{\lambda_{1}} \sqrt{1-\frac{1}{\mu_{0}^{2} \lambda_{1}} \int_{D}|\alpha(x)| d \mu}} \sqrt{\varrho}
\end{align*}
$$

for any $x \in D$, and thanks to (3.7).
In both cases, owing to Theorem 3.2 and considering (1.5) and (4.4), we conclude that problem (1.1) admits at least two non-trivial weak solutions one of which lies in $\mathbb{B}_{\varrho}$. The proof of Theorem 1.1 is finally complete on account of Proposition 3.1.

Remark 4.1. First of all, we notice that condition (2.12) plays a crucial role in the proof of Theorem 1.1, whereas the Sobolev embedding theorems are employed in the classical case of bounded domains; see, among others, the papers [1], [29], [34]. The proof of Theorem 1.1 relies on the same arguments as used in [26, Theorem 1].

Remark 4.2. Note that the trivial function is a weak solution of problem (1.1) if and only if $f(\cdot, 0)=0$. Hence, condition (1.5) assures that all the solutions of problem (1.1), if any, are non-trivial. In the case when $f(\cdot, 0)=0$, in order to get the existence of multiple solutions for (1.1) some extra assumptions on the nonlinear term $f$ are necessary.

Proof of Theorem 1.3. The conclusion is achieved by using Theorem 1.1. Indeed, as it is easily seen, condition (1.12) yields

$$
\begin{equation*}
\max _{(x, s) \in D \times\left[-M_{0}, M_{0}\right]}\left|\int_{0}^{s} f(x, t) d t\right| \leq \mu_{0}^{2} \frac{M_{0}^{2}}{(\sigma+1)} \frac{\lambda_{1}}{2} . \tag{4.15}
\end{equation*}
$$

Thus, if we set

$$
\theta:=\left\{\begin{array}{l}
\frac{\mu_{0}^{2} M_{0}^{2} \lambda_{1}}{\max _{(x, s) \in D \times\left[-M_{0}, M_{0}\right]}\left|\int_{0}^{s} f(x, t) d t\right|} \\
\max _{(x, s) \in D \times\left[-M_{0}, M_{0}\right]}\left|\int_{0}^{s} f(x, t) d t\right|>0, \\
+\infty \quad \text { otherwise, }
\end{array}\right.
$$

by the fact that $\sigma>0$, one has

$$
\begin{equation*}
1<\sigma+1 \leq \theta \leq \lambda^{*} \tag{4.16}
\end{equation*}
$$

since (4.15) holds and

$$
\lambda^{*}:=\sup _{\varrho>0} \frac{\varrho}{\max _{x \in D,|s| \leq \kappa \sqrt{\varrho}}\left|\int_{0}^{s} f(x, t) d t\right|}=\frac{1}{\kappa^{2}} \sup _{z>0} \frac{z^{2}}{\max _{x \in D,|s| \leq z}\left|\int_{0}^{s} f(x, t) d t\right|},
$$

on account of the definition given in (1.10). Then, thanks to (4.16), Theorem 1.1 ensures that for $\lambda=1$ problem (1.13) admits at least two non-trivial weak solutions one of which lies in the open ball $\mathbb{B}_{\mu_{0}^{2} M_{0}^{2} \lambda_{1}}$. Finally, Proposition 3.1 ensures that every weak solution of problem (1.13) is also classical and this concludes the proof of Theorem 1.3.

Remark 4.3. We notice that a condition similar to (1.12) has been used previously in the literature by K.J. Falconer and J. Hu by studying elliptic problems on the gasket; see [7, Theorem 3.5].

Proof of Theorem 1.4. In order to prove the existence of a non-negative solution of problem (1.13) it is enough to introduce the functions

$$
F_{+}(x, t):=\int_{0}^{t} f_{+}(x, \tau) d \tau
$$

with

$$
f_{+}(x, t)= \begin{cases}f(x, t) & \text { if } t \geq 0 \\ 0 & \text { if } t<0\end{cases}
$$

for every $x \in D$. Note that $f_{+}$satisfy condition (1.12), while assumption (1.6) is verified by $f_{+}$and $F_{+}$for every $x \in D$ and for any $t>r_{0}$. Thus, let $\mathcal{J}_{+}: W_{0}^{1,2}(D) \rightarrow \mathbb{R}$ be the functional defined as follows

$$
\begin{aligned}
\mathcal{J}_{+}(u) & :=\frac{1}{2}\|u\|^{2}-\frac{1}{2} \int_{D} \alpha(x)|u(x)|^{2} d \mu-\int_{D} F_{+}(x, u(x)) d \mu \\
& =\frac{1}{2}\|u\|^{2}-\frac{1}{2} \int_{D} \alpha(x)|u(x)|^{2} d \mu-\int_{D} F\left(x, u^{+}(x)\right) d \mu
\end{aligned}
$$

where $u^{+}(x):=\max \{0, u(x)\}$ for every $x \in D$.
It is easy to see that the energy functional $\mathcal{J}_{+}$is well defined and Fréchet differentiable in $u \in W_{0}^{1,2}(D)$. More precisely,

$$
\begin{equation*}
\left\langle\mathcal{J}_{+}^{\prime}(u), v\right\rangle=\langle u, v\rangle-\int_{D} \alpha(x) u(x) v(x) d \mu-\int_{D} f_{+}(x, u(x)) v(x) d \mu \tag{4.17}
\end{equation*}
$$

for any $v \in W_{0}^{1,2}(D)$.
Now, by (1.14), it follows that
(4.18) there are positive constants $M_{0}$ and $\sigma$ such that

$$
\max _{(x, s) \in \stackrel{\circ}{D} \times\left[-M_{0}, M_{0}\right]} f_{+}(x, s) \leq \mu_{0}^{2} \frac{M_{0}}{(\sigma+1)} \frac{\lambda_{1}}{2} .
$$

Since (1.15) holds, as in the proof of Theorem 1.3 there exists $u_{\infty} \in W_{0}^{1,2}(D) \backslash\{0\}$ that classically solves the following Dirichlet problem

$$
\left\{\begin{array}{l}
-\Delta_{\mu} u(x)=\alpha(x) u(x)+f_{+}(x, u(x)) \quad \text { for } x \in \stackrel{\circ}{D},  \tag{4.19}\\
\left.u\right|_{\partial D}=0 .
\end{array}\right.
$$

We claim that $u_{\infty}$ is non-negative in $D$. Indeed, as usual, let $u_{\infty}^{-}:=\max \left\{-u_{\infty}, 0\right\}$ be the negative part of $u_{\infty}$. Since

$$
\Gamma\left(u_{\infty}^{-}, u_{\infty}\right)=\Gamma\left(u_{\infty}^{-}\right)+\Gamma\left(u_{\infty}^{-}, u_{\infty}^{+}\right) \geq\left|\nabla u_{\infty}^{-}\right|^{2},
$$

and $\alpha \in L^{1}(D)$ satisfy (1.3), on account of (2.11) it follows that

$$
\begin{aligned}
\int_{D}\left|\nabla u_{\infty}^{-}\right|^{2}(x) d \mu & \leq \int_{D} \Gamma\left(u_{\infty}^{-}\right)(x) d \mu+\int_{D} \Gamma\left(u_{\infty}^{-}, u_{\infty}^{+}\right)(x) d \mu \\
& =\int_{D} \Gamma\left(u_{\infty}^{-}, u_{\infty}\right)(x) d \mu=-\int_{D} u_{\infty}^{-}(x) \Delta_{\mu} u_{\infty}(x) d \mu \\
& =\int_{\Omega} u_{\infty}^{-}(x) f_{+}\left(x, u_{\infty}^{+}(x)\right) d x=0 .
\end{aligned}
$$

This implies that $u_{\infty}^{-} \equiv 0$ and thus $u_{\infty} \geq 0$ in $D$. Since $f^{+}=f$ in $\mathbb{R}_{0}^{+}:=[0,+\infty[$ the function $u_{\infty} \in W_{0}^{1,2}(D) \backslash\{0\}$ classically solves (1.13) as claimed.

Remark 4.4. We notice that the functional $\mathcal{J}_{+}$defined along the proof of Theorem 1.4 satisfies the compactness (PS) condition, so that classical variational arguments can be applied by studying problem (4.19). To this goal let us observe that, arguing as in the proof of Theorem 1.1, assumption (1.15) implies that there exist two positive constants $b_{1}$ and $b_{2}$ such that

$$
\begin{equation*}
F(x, t) \geq b_{1} t^{\beta}-b_{2} \quad \text { for any } t \geq r_{0} \text { and every } x \in D \tag{4.20}
\end{equation*}
$$

Let $c \in \mathbb{R}$ and let $\left(u_{k}\right)_{k}$ be a sequence in $W_{0}^{1,2}(D)$ such that

$$
\begin{equation*}
\mathcal{J}_{+}\left(u_{k}\right) \rightarrow c, \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup \left\{\left|\left\langle\mathcal{J}_{+}^{\prime}\left(u_{k}\right), v\right\rangle\right|: v \in W_{0}^{1,2}(D),\|v\|=1\right\} \rightarrow 0 \tag{4.22}
\end{equation*}
$$

as $k \rightarrow+\infty$. Without loss of generality, we only consider the case of a (definitively) non-trivial sequence. For any $k \in \mathbb{N}$, by (4.22) and (4.21), it easily follows that there exists $\kappa>0$ such that

$$
\begin{equation*}
\left|\left\langle\mathcal{J}_{+}^{\prime}\left(u_{k}\right), \frac{u_{k}}{\left\|u_{k}\right\|}\right\rangle\right| \leq \kappa, \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mathcal{J}_{+}\left(u_{k}\right)\right| \leq \kappa, \tag{4.24}
\end{equation*}
$$

for every $k \in \mathbb{N}$. Moreover, by (1.11), it follows that

$$
\begin{align*}
& \left|\int_{\left\{x \in D: 0 \leq u_{k}^{+}(x) \leq r_{0}\right\}}\left(F\left(x, u_{k}^{+}(x)\right)-\frac{1}{\beta} f\left(x, u_{k}^{+}(x)\right) u_{k}^{+}(x)\right) d x\right|  \tag{4.25}\\
& \leq \sum_{x \in\left\{x \in D: 0 \leq u_{k}^{+}(x) \leq r_{0}\right\}} \mu(x)\left(F\left(x, u_{k}^{+}(x)\right)-\frac{1}{\beta} f\left(x, u_{k}^{+}(x)\right) u_{k}^{+}(x)\right) \\
& \leq \sum_{x \in\left\{x \in D: 0 \leq u_{k}^{+}(x) \leq r_{0}\right\}} \mu(x) \max _{(x, t) \in D \times\left[0, r_{0}\right]}\left(F(x, t)-\frac{1}{\beta} f(x, t) t\right) \\
& \leq \mu(D) \max _{(x, t) \in D \times\left[0, r_{0}\right]}\left(F(x, t)-\frac{1}{\beta} f(x, t) t\right)<+\infty .
\end{align*}
$$

Also, thanks to (2.9) and (4.25), we get

$$
\begin{align*}
\mathcal{J}_{+} & \left(u_{k}\right)-\frac{1}{\beta}\left\langle\mathcal{J}_{+}^{\prime}\left(u_{k}\right), u_{k}\right\rangle  \tag{4.26}\\
= & \left(\frac{1}{2}-\frac{1}{\beta}\right)\left\|u_{k}\right\|^{2}-\frac{1}{\beta} \int_{D}\left(\beta F_{+}\left(x, u_{k}(x)\right)-f_{+}\left(x, u_{k}(x)\right) u_{k}(x)\right) d x \\
\geq & \left(\frac{1}{2}-\frac{1}{\beta}\right)\left\|u_{k}\right\|^{2} \\
& -\int_{\left\{x \in D: 0 \leq u_{k}(x) \leq r_{0}\right\}}\left(F\left(x, u_{k}^{+}(x)\right)-\frac{1}{\beta} f\left(x, u_{k}^{+}(x)\right) u_{k}^{+}(x)\right) d x \\
\geq & \left(\frac{1}{2}-\frac{1}{\beta}\right)\left\|u_{k}\right\|^{2}-\mu(D) \max _{(x, t) \in D \times\left[0, r_{0}\right]}\left(F(x, t)-\frac{1}{\beta} f(x, t) t\right) .
\end{align*}
$$

As a consequence of (4.23) and (4.24) we also have

$$
\mathcal{J}_{+}\left(u_{k}\right)-\frac{1}{\beta}\left\langle\mathcal{J}_{+}^{\prime}\left(u_{k}\right), u_{k}\right\rangle \leq \kappa\left(1+\left\|u_{k}\right\|\right)
$$

so that, by (4.26) for any $k \in \mathbb{N}$,

$$
\left\|u_{k}\right\|^{2} \leq \kappa_{*}\left(1+\left\|u_{k}\right\|\right)
$$

for a suitable constant $\kappa_{*}>0$. The above inequality immediately yields that the sequence $\left(u_{k}\right)_{k}$ is bounded in $W_{0}^{1,2}(D)$. Therefore, by Proposition 3.3, the energy functional $\mathcal{J}_{+}$satisfies the (PS) condition as claimed.

Proof of Theorem 1.5. Since $p>2$, one clearly has

$$
\limsup _{t \rightarrow 0^{+}} \frac{|t|^{p-2} t}{t}=0
$$

Moreover, it easily seen that condition (1.15) is also verified. Consequently, arguing as in the proof of Theorem 1.4, there exists a function $u_{\infty} \in W_{0}^{1,2}(D) \backslash\{0\}$ such that

$$
\begin{equation*}
-\Delta_{\mu} u_{\infty}(x)-\gamma u_{\infty}(x)=\left(u_{\infty}^{+}(x)\right)^{p-1} \quad \text { in } \stackrel{\circ}{D} \tag{4.27}
\end{equation*}
$$

Let us prove that $u_{\infty} \geq 0$ in $D$. To this aim, let $u_{\infty}^{-}(x):=\min \left\{u_{\infty}(x), 0\right\}$ for every $x \in D$. Since $u_{\infty}^{-}(x) u_{\infty}^{+}(x)=u_{\infty}^{-}(x)\left(u_{\infty}^{+}(x)\right)^{p-1}=0$ for every $x \in D$, we have

$$
-\int_{D} u_{\infty}^{-}(x) \Delta_{\mu} u_{\infty}(x) d \mu-\gamma \int_{D}\left(u_{\infty}^{-}(x)\right)^{2} d \mu=0
$$

Since $u_{\infty}=u_{\infty}^{+}+u_{\infty}^{-}$, the above equation leads to

$$
\begin{align*}
\frac{\gamma}{\lambda_{1}} \int_{D}\left|\nabla u_{\infty}^{-}\right|^{2}(x) d \mu & \geq \gamma \int_{D}\left(u_{\infty}^{-}(x)\right)^{2} d \mu  \tag{4.28}\\
& =\int_{D}\left|\nabla u_{\infty}^{-}\right|^{2}(x) d \mu-\int_{D} u_{\infty}^{-}(x) \Delta_{\mu} u_{\infty}^{+}(x) d \mu
\end{align*}
$$

Note that

$$
\begin{align*}
-\int_{D} u_{\infty}^{-}(x) \Delta_{\mu} u_{\infty}^{+}(x) d \mu & =-\sum_{x \in \stackrel{D}{D}} u_{\infty}^{-}(x) \sum_{y \sim x} w(x, y)\left(u_{\infty}^{+}(y)-u_{\infty}^{+}(x)\right)  \tag{4.29}\\
& =-\sum_{x \in \circ} \sum_{y \sim x} w(x, y) u_{\infty}^{-}(x) u_{\infty}^{+}(y) \geq 0
\end{align*}
$$

Inserting (4.29) into (4.28) and recalling that $\gamma<\lambda_{1}$, we obtain

$$
\int_{D}\left|\nabla u_{\infty}^{-}\right|^{2}(x) d \mu=0
$$

which implies that $u_{\infty}^{-} \equiv 0$ in $D$. Whence $u_{\infty} \geq 0$ in $D$ and (4.27) becomes

$$
\begin{cases}-\Delta_{\mu} u_{\infty}(x)-\gamma u_{\infty}(x)=u_{\infty}(x)^{p-1} & \text { for } x \in \stackrel{\circ}{D}  \tag{4.30}\\ u_{\infty}(x) \geq 0 & \text { for } x \in \stackrel{\circ}{D} \\ \left.u_{\infty}\right|_{\partial D}=0 & \end{cases}
$$

Finally, suppose that $u_{\infty}\left(x_{0}\right)=0=\min _{x \in D} u_{\infty}(x)$ for some $x_{0} \in D$. If $y \in D$ is adjacent to $x_{0}$ then $\Delta_{\mu} u_{\infty}\left(x_{0}\right)=0$ by (4.30). The definition of the $\mu$-Laplacian immediately yields $u_{\infty}(y)=0$. Therefore we conclude that $u_{\infty} \equiv 0$ in $D$, which is absurd. Thus $u_{\infty}>0$ in $\stackrel{\circ}{D}$ as claimed.

Remark 4.5. We notice that condition (1.18) is a special case of (1.12). Consequently, it is easily seen that Theorems 1.3 and 1.4 immediately yield the conclusions of Corollary 1.6 given in Introduction.

## 5. Yamabe-type problems on graphs

Let $m \in \mathbb{N}$ and $p \in \mathbb{R}$ with $p>1$. Denote by $W_{0}^{m, p}(D)$ be the completion of the space

$$
C_{0}^{m}(D):=\left\{u: D \rightarrow \mathbb{R}:\left|\nabla^{j} u\right|=0 \text { on } \partial D, \text { for every } j=0, \ldots, m-1\right\}
$$

with respect to the Sobolev norm

$$
\begin{equation*}
\|u\|:=\sum_{k=0}^{m}\left\|\left|\nabla^{k} u\right|\right\|_{L^{p}(D)}, \tag{5.1}
\end{equation*}
$$

where, for every $x \in D$,

$$
\left|\nabla^{k} u\right|(x):= \begin{cases}\left|\nabla \Delta^{(m-1) / 2} u\right|(x) & \text { if } k \in 2 \mathbb{N}+1 \\ \left|\Delta^{m / 2} u\right|(x) & \text { if } k \in 2 \mathbb{N}\end{cases}
$$

with $k=0, \ldots, m$, and

$$
\Delta_{\mu}^{\ell} u(x):= \begin{cases}u(x) & \text { if } \ell=0 \\ \frac{1}{\mu(x)} \sum_{y \sim x} w(x, y)\left(\Delta_{\mu}^{\ell-1} u(y)-\Delta_{\mu}^{\ell-1} u(x)\right) & \text { if } \ell>0\end{cases}
$$

for every $x \in D$. By [17, Theorem 27] the space $\left(W_{0}^{m, p}(D),\|u\|_{W_{0}^{m, p}(D)}\right)$ is a finite dimensional Banach space, where

$$
\|u\|_{W_{0}^{m, p}(D)}:=\left\|\mid \nabla^{m} u\right\|_{L^{p}(D)}
$$

is a norm on $W_{0}^{m, p}(D)$ equivalent to $\|\cdot\|$ given in (5.1).
With the above notations, a general version of Theorem 1.1 proved in Section 3 can be achieved for the following Yamabe-type problem

$$
\begin{cases}\mathcal{L}_{m, p} u(x)=\lambda f(x, u(x)) & \text { for } x \in \stackrel{\circ}{D},  \tag{5.2}\\ \left|\nabla^{j} u\right|=0 & \text { on } \partial D, \text { with } j=0, \ldots, m-1,\end{cases}
$$

where $\lambda$ is a real positive parameter, $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ is a suitable continuous nonlinear term and $\mathcal{L}_{m, p}: W_{0}^{m, p}(D) \rightarrow L^{p}(D)$ denotes the ( $m, p$ )-Laplacian operator defined in the distributional sense for every $u \in W_{0}^{m, p}(D)$ as

$$
\mathcal{L}_{m, p} u:= \begin{cases}\int_{D}\left|\nabla^{m} u\right|^{p-2}(x) \Gamma\left(\Delta^{(m-1) / 2} u, \Delta^{(m-1) / 2} v\right)(x) d \mu  \tag{5.3}\\ \int_{D}\left|\nabla^{m} u\right|^{p-2}(x) \Delta^{m / 2} u(x) \cdot \Delta^{m / 2} v(x) d \mu & \text { if } m \in 2 \mathbb{N}\end{cases}
$$

for any $v \in W_{0}^{m, p}(D)$.
The ( $m, p$ )-Laplacian $\mathcal{L}_{m, p}$ can be explicitly computed at any point of $x \in D$. In particular, $\mathcal{L}_{m, 2}$ is the poly-Laplacian operator $\left(-\Delta_{\mu}\right)^{m}$ that, for $p=2$, reduces to the $\mu$-Laplacian defined in (2.3). We emphasize that $p$-Laplacian equations on graphs also in connection with geometrical analysis problems have been considered in the literature; see, among others the papers [8]-[11] as well as [16], [36]-[38]. Moreover, existence and convergence of solutions for nonlinear biharmonic equations on graphs is proved in [19] as well as the 1-Yamabe equation on the graph-theoretical setting has been investigated in [13].

Thanks to (5.3) the solutions of (5.2) are the critical points of the energy functional $\mathcal{J}: W_{0}^{m, p}(D) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathcal{J}_{\lambda}(u):=\frac{1}{p}\|u\|_{W_{0}^{m, p}(D)}^{p}-\lambda \int_{D} F(x, u(x)) d \mu \tag{5.4}
\end{equation*}
$$

for every $u \in W_{0}^{m, p}(D)$.
Similarly to (1.2), let us define the real constant

$$
\begin{equation*}
\lambda_{m, p}:=\inf _{u \in C_{0}^{m}(D) \backslash\{0\}} \frac{\int_{D}\left|\nabla^{m} u\right|^{p}(x) d \mu}{\int_{D}|u(x)|^{p} d \mu} . \tag{5.5}
\end{equation*}
$$

With the above notations the next result holds.

Theorem 5.1. Let $\mathcal{G}:=(V, E)$ be a weighted locally finite graph, $D$ be a bounded domain of $V$ such that $\stackrel{\circ}{D} \neq \emptyset$ and $\partial D \neq \emptyset$ and let $\mu: D \rightarrow] 0,+\infty[$ be a measure on $D$. Let $\mu_{0}:=\min _{x \in D} \mu(x)>0$ and let $f: D \times \mathbb{R} \rightarrow \mathbb{R}$ be a function such that (1.5) holds as well as

$$
\begin{align*}
& \text { there are } \beta>p \text { and } r_{0}>0 \text { such that }  \tag{5.6}\\
& t f(x, t) \geq \beta F(x, t)>0 \quad \text { for any }|t| \geq r_{0} \text { and every } x \in D,
\end{align*}
$$

where $F$ is the potential given by (1.7). Then, for any $\varrho>0$ and any

$$
\begin{equation*}
0<\lambda<\frac{\varrho}{2 \max _{x \in D,|s| \leq \kappa_{m, p} \varrho^{1 / p}}\left|\int_{0}^{s} f(x, t) d t\right|}, \tag{5.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{m, p}:=\frac{1}{\mu_{0} \lambda_{m, p}^{1 / p}} \tag{5.8}
\end{equation*}
$$

the problem (1.1) admits at least two non-trivial solutions one of which lies in

$$
\mathbb{B}_{\varrho}^{(m, p)}:=\left\{u \in W_{0}^{m, p}(D):\|u\|_{W_{0}^{m, p}(D)}<\varrho^{1 / p}\right\} .
$$

Yamabe equations on infinite graphs have been studied in several papers also in connection with the uniqueness result for a Kazdan-Warner type problem on bounded domains; see, among others, the papers [12], [13], [17] and very recently in [27, Corollary 5.3].

We emphasize that the existence result given in Theorem 5.1 is in the same spirit of [27, Theorem 1.1]; see also Theorem 1.5.
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