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1. Introduction

This paper is devoted to the following two-parameter nonlocal problem, namely (PA’jI’?(hf):

u(z)

fM(||uH§(O)£Ku:ph / / flz,t)dt Jde — X\ | f(z,u) in 2
2 N0
u=0 in R™\ £2.

Here and in the sequel, §2 is a bounded domain in (R",||) with n > 2s (where s € (0,1)), smooth
(Lipschitz) boundary 02 and Lebesgue measure [2|, f : 2 x R — R is a Carathéodory function with
subcritical growth, A and p are real parameters, M, h are two suitable continuous functions and

lul, = / lu(z) — u(y) K (x — y)dedy.
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Further, Lx is a nonlocal operator defined as follows:
Lyu(x) = /(u(x +y) +u(z —y) —2u(z))K(y)dy (z€R")
Rn

where K : R™ \ {0} — (0,400) is a function with the properties that:

(k1) 7K € L'(R™), where y(x) := min{|z|?, 1};
(ko) there exists > 0 such that

K(z) > plz|~"29),

for any x € R™\ {0};
(kg) K(z)= K(—zx), for any x € R™\ {0}.

A typical example of the kernel K is given by K(z) := |z|~("*2%), In this case L is the fractional
Laplace operator defined as

_(_A)SU(CC) = / U(CC - y) +|Z|<f+;y) — QU(LL‘) dy, x€R"™

]R'n

Problem (P]‘\}Ath) is clearly highly nonlocal due to the presence of the fractional operator Lx and to
the map M as well as in the source term f. In our context, to avoid some additional technical difficulties
originated by the presence of the term

M<R" 4{ lu(z) — u(y) K (@ - y)dxdy>,

we impose some restrictions on the behavior of M (see Section 3).
This setting includes the Kirchhoff-type problem of the form

—(a+bllulk,)Lxu=v(u, b, f) in Q2

where a,b > 0 and

u(x

)
f(:c,t)dt) dx — A) f(z,u),

v(p, A, hy f) == uh< <
/

For completeness, in the vast literature on this subject, we refer the reader to some interesting recent

0

see Remark 3.3.

results (in the non-fractional setting) obtained by Autuori and Pucci in [1-3] studying Kirchhoff equations
by using different approaches.

We also mention that the same authors studied in [5] the existence and multiplicity of solutions for
elliptic equations in R™, driven by a nonlocal integro-differential operator whose standard prototype is the
fractional Laplacian (this work is related to the results on general quasilinear elliptic problems given in [4]).

We seek conditions on the data for which problem (P]‘;[Ath) possesses at least three weak solutions. It
is worth pointing out that the variational approach to attack such problems is not often easy to perform;
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indeed due to the presence of the nonlocal term, variational methods do not to work when applied to these
classes of equations.

Fortunately, our approach here is realizable by checking that the associated energy functional (see Sec-
tion 3) given by

T (u) = %J\//.T(HuH%(O) — uH <! F(z,u(z))dz — )\)7

satisfies the assumptions requested by a recent critical point theorem (see Theorem 2.1 below) obtained by
Ricceri in [13, Theorem 1.6] and thanks to a suitable framework developed in [16].

We emphasize that in [13, Theorem 1.6] Ricceri established a theorem tailor-made for a class of nonlocal
problems involving nonlinearities with bounded primitive. This result follows from [12, Theorem 3| and the
main novelty obtained in the most recent paper [13] is that, in contrast with a large part of the existing
literature, the abstract energy functional does not depend on the parameter A in an affine way.

The nonlocal analysis (see Section 2) that we perform here in order to use Theorem 2.1 is quite general
and has been successfully exploited for other goals in several recent contributions; see [15-18] and [9] for an
elementary introduction to this topic and for a list of related references.

In the nonlocal framework, the simplest example we can deal with is given by the fractional Laplacian,
according to the following result.

Theorem 1.1. Let s € (0,1), n > 2s and let 2 be an open bounded set of R"™ with Lipschitz boundary 0f2.
Moreover, let f : IR — R be a non-zero continuous function such that

sup’F(f)’ < 400,
£eR

where F(& fo t)dt, for every £ € R. Further, let
h: (=]02) osceer F(€), 02| osceer F(§)) — R

be a continuous and non-decreasing function such that h=1(0) = {0}.
Then, fizing a,b > 0, for each p sufficiently large, there exists an open interval

A (121 juf F(©). 121 sup F(€))

and a number p > 0 such that, for every A € A, the following equation

(a0 / u( |n+25|2 sty / (@) ~ u@)elx) = 2) ;)

|z — gyt

(i) s

for every
p € H?® (IR") such that ¢ =0 a.e. in R™\ £,

has at least three distinct weak solutions {u;}3_; C H*(R™), such that u; =0 a.e. in R™ \ £2, and
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/ |uj(@) — u;(y)]

2
2
o — g dzdy < p?,

]R,"LX]R,’"'

for every j € {1,2,3}.

The plan of the paper is as follows. Section 2 is devoted to our abstract framework and preliminaries.
Successively, in Section 3 we give the main result; see Theorem 3.1. Finally, a concrete example of an
application is presented in Example 3.5.

We cite the monograph [10] for related topics on variational methods adopted in this paper and [6-8] for
recent nice results in the fractional setting.

2. Variational framework

In this section we briefly recall the definition of the functional space Xy, firstly introduced in [15,16]. The
reader familiar with this topic may skip this section and go directly to the next one. The functional space
X denotes the linear space of Lebesgue measurable functions from R™ to R such that the restriction to {2
of any function g in X belongs to L?({2) and

((z,y) = (9(2) — 9(y)) VK (z —y)) € L*((R" x R") \ (C2 x C2), dzdy),
where C2 := R" \ 2. We denote by X the following linear subspace of X
Xo={geX:g=0ae in R"\ 2}.

We remark that X and Xy are non-empty, since C2(§2) C X, by [15, Lemma 5.1].
Moreover, the space X is endowed with the norm defined as

1/2
lollx = lallzzca + ( [l - st - y>dxdy) ,
Q

where @ := (R" x R") \ O and O := (Cf2) x (C£2) C R™ x R™. It is easily seen that ||-||x is a norm on X;
see [16].
By [16, Lemmas 6 and 7] in the sequel we can take the function

1/2
Xo 300 lollsy = ( [lofe) — o) Ko~ y)daay 1)
Q

as a norm on Xg. Also (Xo, |-||x,) is a Hilbert space with scalar product

(1, 0} x, = / (u() - u)) (v(z) — v(y)) K (x — y)dzdy,

Q

see [16, Lemma 7].

Note that in (1) (and in the related scalar product) the integral can be extended to all R™ x R™, since
v € X (and so v =0 a.e. in R™\ 2).

While for a general kernel K satisfying conditions from (ki) to (ks) we have that Xy C H*(R™), in the
model case K(z) := |2|~("*2%) the space X, consists of all the functions of the usual fractional Sobolev
space H®(IR™) which vanish a.e. outside 2; see [18, Lemma 7).
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Here H*(R™) denotes the usual fractional Sobolev space endowed with the norm (the so-called Gagliardo
norm,)

l9(z) = g()I? e
||g||Hs(Rn) = ||gHL2(]R"‘) + ( / 4|$—y|"+25 dLL'dy .
R™ xR™

Before concluding this subsection, we recall the embedding properties of Xy into the usual Lebesgue
spaces; see [16, Lemma 8|. The embedding j : Xo < L”(IR") is continuous for any v € [1,2*], while it is
compact whenever v € [1,2*), where 2* := 2n/(n — 2s) denotes the fractional critical Sobolev exponent.

For further details on the fractional Sobolev spaces we refer to [9] and to the references therein, while
for other details on X and Xy we refer to [15], where these functional spaces were introduced, and also to
[14,16-18], where various properties of these spaces were proved.

Finally, our abstract tool for proving the main result of the present paper is [13, Theorem 1.6] that we
recall here for reader’s convenience.

Theorem 2.1. Let (E,||-||) be a separable and reflexive real Banach space and let n,J : E — R be two
Cl-functionals with compact derivative and J(0g) = n(0g) = 0. Assume also that J is bounded and non-
constant, and that 1 is bounded above. Then, for every sequentially weakly lower semicontinuous and coercive
Cl-functional ¢ : E — R whose derivative admits a continuous inverse on E* and with ¥(0g) = 0, for
every convex C'-function

¢ (—oscuen J(u), 08cucr J(u)) = [0, +00),
with ¢~1(0) = {0}, for which the number

ot of Y(u) —n(u)
we = Y((infuep J(u)sup,ep J)\{0})  @(J(u))

is non-negative, and for every p > 0* there exists an open interval

C (i 3
A (gt 00 mup I )

and a number p > 0 such that, for each \ € A, the equation

U () = pg' (I (u) = A)J' () + 1’ (u)
has at least three distinct solutions whose norms are less than p.

Remark 2.2. Note that, for a generic function 1 : E — R, the symbol osc,cg ¥(u) denotes the number
(possibly infinite) given by

0sCyecp Y (u) := sup ¥(u) — inf ¥(u).

wEE ueE

Moreover, if 1) is a C'-functional, we say that the derivative 1)’ admits a continuous inverse on E* provided
that there exists a continuous operator T': E — E* such that

T (¥ (u) =u,

for every u € E.
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3. The main result
Let M be the class of continuous functions M : [0, +00) — R such that:

(Chy) infiso M(t) > 0;
(C%,) there exists a continuous function vy : [0,4+00) — R such that

oy (EM (1)) =,
for every t € [0, +00).

Further, if M € M, set

for every ¢ € [0, +00).
Denote by A the class of all Carathéodory functions f : £2 x R — R such that

|f (. 1))

sup ooy < oo,
(zt)eoxr L+ [t171

for some ¢ € [1,2*). Further, if f € A we put

£
F(x,§) ::/f(x,t)dt7
0

for every (z,€) € 2 x R.
We recall that a weak solution of problem (Pjﬁl)}(hf) is a function u € Xy such that

M(Jul,) / (u() — u(w)) (p(z) — o)) K (& — y)dady = ph ( / F (o, u())dz — A) / £ (&, u(@)) o) dz,

Q

for every ¢ € Xo.
For the proof of our result, we observe that problem (P}’ I)g}}) has a variational structure, indeed it is the
Euler-Lagrange equation of the functional Jg : Xy — R defined as follows

) = 3 (ol — ! Fau(o))de =),

where

for every £ € R.
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Note that the functional Jg is Fréchet differentiable in © € Xy and one has

(i) = M(Jul,) [ (o) = u(w) (o0a) = 0(0) Ko — y)dody
Q

— ph (!F(z,u(x))dw — /\> !Zf(x, u(z))p(z)de,

for every ¢ € Xo.

Thus, critical points of Jx are solutions to problem (P};IAth) In order to find these critical points, we

will make use of Theorem 2.1.
Let us denote by

Qg = u%en)];o F(z,u(z))dz, Bf = useu)l()O/F(a:,u(as))dm,
7 2

and
wyr = 5f — Qy.

Finally, let
Ri= {u e XO,/F(x,u(a:))dx € (s, B85\ {0}}.

With the above notations our result reads as follows.

Theorem 3.1. Let s € (0,1), n > 2s and let £2 be an open bounded set of R™ with Lipschitz boundary 02
and K : R™\ {0} — (0,+00) be a map satisfying (k1)—(ks). Moreover, let f € A be such that

sup |F(2,€)] < +oc, (2)
(z,6)ENXR

and

sup > 0.

ueXop

/ F (2, u(z))de

Then, for every M € M and every non-decreasing function h : (—wys,ws) — R with h=1(0) = {0}, for every

. M(J[ul%,)
= J%fa{ 2H ([, F(x, u())dx) }

there exists an open interval A C (o, By) and a number p > 0 such that, for each A € A, the problem (P,f;}}})
has at least three distinct weak solutions whose norms in X are less than p.

Proof. Let us apply Theorem 2.1 by choosing F := Xy, n = 0, and

Iy i= [ Plou@) e, o) =3 (Julf,)

2

for every u € E.
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Since f € A, the functional J is a C'-functional with compact derivative (note that the embedding
j: E < L1(2) is compact for every ¢q € [1,2*)). Furthermore (by (2)) J is clearly bounded.

Now, it is easy to see that 1 is a C'-functional and, since M is increasing, v is also sequentially weakly
lower semicontinuous.

Let us prove that the derivative ¢’ : E — E* admits a continuous inverse. Since F is reflexive, we identify
FE with the topological dual E*. For our goal, let T : E — E be the operator defined by

v ([|lv]lxq) :
T(v) = { Tollx, ¢ Hv#O
0 if v =0,

where vy, appears in (C%).
Thanks to the continuity of vy, and vpr(0) = 0, the operator T is continuous in E.
Moreover, for each E\ {0g}, since M(||ul%,) > 0 (by (C};)), one has

T(w'(u)) _ T(M(HUH%(O)’U/) _ UM]\(;\{(HUHXO)|U||X0)M(||u||§(o)u —u,

ull5e, ) lullx,

as desired.
Now, put
=inf M
v = Inf M(t)
So, v > 0 (by (C},)) and
M(t) > At

for every ¢ € [0, +00). In particular, this implies that 1) is coercive.

In conclusion, let us take ¢ := H. By our assumptions on h, it follows that the function ¢ is non-negative,
convex and ¢~ 1(0) = {0}.

Then, the assertion of Theorem 2.1 follows and the existence of three weak solutions to our problem is
established. O

Remark 3.2. Clearly, if the function M is non-decreasing in [0,+00), with M(0) > 0, then the function
t — tM(t?) (t > 0) is increasing and onto on [0,+00), and so condition (C%,) is satisfied. Taking into
account the previous observations one can conclude that Theorem 3.1 is the (non-perturbed) fractional
analogous of [13, Theorem 1.3] in which a nonlocal Dirichlet problem, in the classical framework, was
studied. If g € A, in analogy with the cited result, we point out that in Theorem 3.1, requiring that

€
,/g(m,t)dt} < 400,
0

instead of (2), we have that for every M € M and every non-decreasing function h : (—wy,wys) — R with
h=1(0) = {0}, for which the number

sup max{{F(a:,é“)

(#,6)ENQXR

0* := inf
uER

{ (llull%,) 2f9 S g, 1) dt)d:c}

2H ([ Fw, u(x ))dw)

is non-negative, and for every p > 6*, there exists an open interval A C (ay, f7) and a number p > 0 such
that, for each A € A, the perturbed problem
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—M ([|ull%,) Lrxu = v(u, A h, frg) in Q2
u=0 in R™\ (2,

where

o( A by £,9) m(/(/ F(a.) dt)dxA)f(w) + g(a,u)
has at least three distinct weak solutions whose norms in X are less than p.
Remark 3.3. Fix a,b > 0 and take
M(t) := a + bt,

for every t € [0, +00). Clearly condition (C},) and (C%;) hold. Thus, as claimed in Introduction and bearing
in mind Remark 3.2, Theorem 3.1 produces the existence of multiple weak solutions for the following
fractional Kirchhoff-type problem depending on two parameters:

—(a+bllullk,) Lxu=v(u, AR, fg) inL2
u=20 in R™\ £2.

Remark 3.4. Simple considerations explained in Section 2 prove that Theorem 1.1 in introduction is a
consequence of Theorem 3.1.

In conclusion, we present a direct application of the main result.

Example 3.5. Let s € (0,1), n > 2s and let {2 be an open bounded set of R™ with Lipschitz boundary 942.
Moreover, let f : R — R be the non-zero continuous function belonging to A, with

sup|F(§)| < +00
£ER

and let M € M. Then, owing to Theorem 3.1, for a sufficiently large p, there exists an open interval
Ac (121 inf F(&),|12/sup F(0))
E€R ¢€R

and a number p > 0 such that, for each A\ € A, the following equation

o ju(w) — uly) dxdy> / (u(x) — u@)(ol) — o),

v — y|nt2s 2 | — y|n 2
(Jo F( A Jo £( (z)dx
(|Q|OS(35€1RF — ([, F( dx—)\) 2’

for every
p € H® (IR") such that ¢ =0 a.e. in R™ \ £,

has at least three distinct solutions {u;}5_; C H*(R™), such that u; = 0 a.e. in R\ §2, and
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/ |y (@) = u; (y)l

2
2
o — g dxdy < p*,

R xR"™

for every j € {1,2,3}.

Remark 3.6. We just observe that [11, Theorem 3.1] cannot be applied to the problem treated in the previous
example.

Acknowledgments

This paper was written when the first author was visiting professor at the University of Ljubljana in
2013. He expresses his gratitude to the host institution for warm hospitality. The manuscript was realized
within the auspices of the INAAM — GNAMPA Project 2014 titled Proprietd geometriche ed analitiche per
problemi non-locali and the SRA grants P1-0292-0101 and J1-5435-0101. The authors warmly thank the
anonymous referees for their useful and nice comments on the manuscript.

References

[1] G. Autuori, P. Pucci, Kirchhoff systems with nonlinear source and boundary damping terms, Commun. Pure Appl. Anal.
9 (2010) 1161-1188.

[2] G. Autuori, P. Pucci, Kirchhoff systems with dynamic boundary conditions, Nonlinear Anal. 73 (2010) 1952-1965.

[3] G. Autuori, P. Pucci, Local asymptotic stability for polyharmonic Kirchhoff systems, Appl. Anal. 90 (2011) 493-514.

[4] G. Autuori, P. Pucci, Existence of entire solutions for a class of quasilinear elliptic equations, NoDEA Nonlinear Differential
Equations Appl. 20 (2013) 977-1009.

[5] G. Autuori, P. Pucci, Elliptic problems involving the fractional Laplacian in RY, J. Differential Equations 255 (2013)
2340-2362.

[6] X. Cabré, Y. Sire, Nonlinear equations for fractional Laplacians I: regularity, maximum principles, and Hamiltonian
estimates, Ann. Inst. H. Poincaré Anal. Non Linéaire 31 (1) (2014) 23-53.

[7] X. Cabré, Y. Sire, Nonlinear equations for fractional Laplacians II: existence, uniqueness, and qualitative properties of
solutions, Trans. Amer. Math. Soc. (2014), in press, preprint, arXiv:1111.0796.

[8] X. Cabré, J. Tan, Positive solutions of nonlinear problems involving the square root of the Laplacian, Adv. Math. 224
(2010) 2052-2093.

[9] E. Di Nezza, G. Palatucci, E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. Math. 136 (5) (2012)
521-573.

[10] A. Kristaly, V. Riadulescu, Cs. Varga, Variational Principles in Mathematical Physics, Geometry, and Economics: Qualita-
tive Analysis of Nonlinear Equations and Unilateral Problems, Encyclopedia Math. Appl., vol. 136, Cambridge University
Press, Cambridge, 2010.

[11] G. Molica Bisci, Fractional equations with bounded primitive, Appl. Math. Lett. 27 (2014) 53-58.

[12] B. Ricceri, On a three critical points theorem, Arch. Math. (Basel) 75 (2000) 220-226.

[13] B. Ricceri, A multiplicity result for nonlocal problems involving nonlinearities with bounded primitive, Studia Univ.
Babes-Bolyai Math. 55 (2010) 107-114.

[14] R. Servadei, The Yamabe equation in a non-local setting, Adv. Nonlinear Anal. 2 (2013) 235-270.

[15] R. Servadei, E. Valdinoci, Lewy—Stampacchia type estimates for variational inequalities driven by nonlocal operators, Rev.
Mat. Iberoam. 29 (3) (2013) 1091-1126.

[16] R. Servadei, E. Valdinoci, Mountain pass solutions for non-local elliptic operators, J. Math. Anal. Appl. 389 (2012) 887-898.

[17] R. Servadei, E. Valdinoci, Variational methods for non-local operators of elliptic type, Discrete Contin. Dyn. Syst. 33 (5)
(2013) 2105-2137.

[18] R. Servadei, E. Valdinoci, The Brézis—Nirenberg result for the fractional Laplacian, Trans. Amer. Math. Soc. (2014), in
press.


http://refhub.elsevier.com/S0022-247X(14)00515-0/bib415031s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib415031s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib415032s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib415033s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib415030s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib415030s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib4150s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib4150s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6331s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6331s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6332s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6332s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6333s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6333s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib76616C70616Cs1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib76616C70616Cs1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6B32s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6B32s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib6B32s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib4D6F6C696361s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib5232s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib5233s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib5233s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib7359s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib7376s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib7376s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib73766D6F756E7461696Es1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib73766C696E6B696E67s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib73766C696E6B696E67s1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib736572766164656976616C64696E6F6369424Es1
http://refhub.elsevier.com/S0022-247X(14)00515-0/bib736572766164656976616C64696E6F6369424Es1

	Higher nonlocal problems with bounded potential
	1 Introduction
	2 Variational framework
	3 The main result
	Acknowledgments
	References


